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What is OWASP?
Open Worldwide Application Security Project



Applications?

1 Web

2 Mobile

3 Cloud

4 IoT

5 AI

.. etc..



Top Ten Projects

• Web

• API

• Mobile

• CI/CD

• Privacy

• Cloud

• IoT

• Serverless

• Kubernetes

• Large Language Models

Presenter Notes
Presentation Notes
continuous integration and continuous delivery





OWASP Top 10 for LLMs
LLM01: Prompt Injection LLM06: Sensitive Information Disclosure

LLM02: Insecure Output Handling LLM07: Insecure Plugin Design

LLM03: Training Data Poisoning LLM08: Excessive Agency

LLM04: Model Denial of Service LLM09: Overreliance

LLM05: Supply Chain Vulnerabilities LLM10: Model Theft



LLM01: Prompt Injection

• Prompt Injection is a
vulnerability where crafted
inputs manipulate an LLM’s
response.

Presenter Notes
Presentation Notes
Mitigation/ Prevention:
1- Assume All LLM applications inputs are malicious.
2- Design LLM apps with least privilege principle.
3- Monitor prompt & responses for unusual behavior.
4- Monitor prompts for known prompt injections.



LLM02: Insecure Output Handling

• Insecure Output Handling in LLMs
occurs when outputs aren’t
properly validated or sanitized.

• It can potentially lead to security
issues like XSS, CSRF, or remote
code execution.

Presenter Notes
Presentation Notes
here is an example for an LLM that has been asked to provide two XSS payloads, and the payload has been executed by the browser.

Here example for paylo
Mitigation/ Prevention:
1- Adopt zero-trust approach between LLM and any downstream system.
2- Validate LLM output before passing it to any downstream system.
3- Monitor output for expected content/length/quality.




LLM03: Training Data Poisoning

• Training data poisoning 
manipulates data in pre-training, 
fine-tuning, or the embedding 
process, introducing 
vulnerabilities, biases, or 
backdoors that compromise 
security, performance, and 
reputation.

Presenter Notes
Presentation Notes
For example if the data is poison the module will be trained with poisoned or biased data, and the result will be affected

Mitigation/ Prevention:
1- Verify source and quality of training data.
2-Identify an LLM that is closely related to your user case and fine tune.
3- Run test on models post trainings / fine tunings to ensure expected behavior.
4- Run continuous test on the model API to ensure expected behavior.




LLM04: Model Denial of Service

• An attacker can strain an LLM's 
resources or manipulate its 
context window, reducing 
service quality and increasing 
costs.

Presenter Notes
Presentation Notes
Mitigation/ Prevention:
1- Implement input validation and set input limits.
2- Monitor resource utilization for unusual spikes or patterns of high utilization.
3- Implement resource caps and API rate limits.




LLM05: Supply Chain Vulnerabilities

• The supply chain in LLMs can 
be vulnerable, impacting the 
integrity of training data, ML 
models, and deployment 
platforms.

SBOM

Component 1
type:

version:

bom-ref:
name:

licenses:
id:

purl:

Library
pkg:npm/proton...
protonmail-web
4.0.0-beta.20

pkg:npm/protonma.
..

MIT

Component x
type:

version:

bom-ref:
name:

licenses:
id:

purl:

framework
pkg:npm/angular@...
angular
1.8.0

pkg:npm/angular@.
..

MIT

Presenter Notes
Presentation Notes
The LLM model is depending on many third-party components. If one of these components is at risk, the model will be in risk.
I recommend to adopt SBOMs to track the dependencies.



LLM06: Sensitive Information Disclosure

• LLMs can inadvertently 
disclose sensitive or 
proprietary data, risking 
unauthorized access and 
privacy breaches.

Presenter Notes
Presentation Notes
One of Samsung developer used ChatGPT to enhance code, he used code with Auth Keys. Samsung banned Using GPT at the beginning as a response. And Then They Governed how to use GPTs in the corporate.



LLM07: Insecure Plugin Design

• Insecure Plugin Design (LLM07) 
refers to vulnerabilities in LLM 
plugins that lack strong access 
controls or input validation, 
potentially allowing unauthorized 
actions like data exposure or 
malicious code execution.

Presenter Notes
Presentation Notes
Mitigation/ Prevention:
1- Implement least privilege access control for all plugins.
2- Test and validate plugins as you would production software.
3- Build in user confirmation for actions taken by the plugin.
4- Ensure no PII/confidential data is leaked into the plugin.



LLM08: Excessive Agency

• Excessive Agency as excessive trust given to the model. This refers to 
situations where an LLM is granted too much capability, allowing it to 
interact with other systems or make decisions without strict 
oversight.

Presenter Notes
Presentation Notes
it happens when we let the LLM do too much by itself, like making decisions without supervision



LLM09: Overreliance

• Overreliance can occur when an LLM produces erroneous information 
and provides it in an authoritative manner.

• This is referred to as Hallucination.

Presenter Notes
Presentation Notes
Sometimes LLMs make things up, and if we believe everything they say, we can make bad decisions. Always cross-check important information with other sources.



LLM09: Overreliance (cont.)



LLM09: Overreliance (cont.)



LLM10: Model Theft

• This entry refers to the 
unauthorized access and 
exfiltration of LLM models by 
malicious actors or APTs.

Presenter Notes
Presentation Notes
Mitigation/ Prevention:
1- Implement access control and authentication to access LLM repositories.
2- Restrict LLMs access to network resources.
3- Monitor access logs and user activity for suspicious behavior.




Recommendations

• “How to Prevent” for each risk can be found on the project’s page 
(https://genai.owasp.org).

• Comprehensive guidance and alignment on how to protect AI against 
security threats (https://owaspai.org).

• Balance Use and Trust: Leverage LLMs to enhance productivity but 
avoid overreliance by cross-verifying critical information, ensuring 
safe, reliable integration.

https://genai.owasp.org/
https://owaspai.org/
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